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Going deeper into the
rabbit hole

Pick the two?
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Agenda

Our use cases
The classes of problems we are
working on.

Key areas to optimization
What to consider when

implementing LLM efficiently.

LLM definition
How to define LLMs, what are the key
characteristics

Align with human values
The missing piece of the
puzzle

Model deployment
What things we should take into
consideration.
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Al Education

Our North Star

/
o

Response Assessment

The Student's Response
Assessment Model gives feedback
on what he did well and what he did
wrong. Assesses pronunciation,
grammar, vocabulary, etc.
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LLM - key characteristics

How can we define LLM?

L - large ?

# of parameters (>1B)
most often identified as a
decoder from the
Transformer architecture
(GPT family), encoder-
decoder or RNN (RWKV
model)

Scaling laws for neural

language model 2020
OpenAl

LM - language

model

a model that has
encoded knowledge
about the structure of
the language, its
semantics,

can generate coherent
and understandable
text

"A neural probabilistic
language model” Y.
Bengio at all, 2003

Has knowledge

has knowledge about
culture, history, exact
sciences, etc., at least
partial

knows how to use this
knowledge and
connect the facts
“Survey on Factuality in

Large Language
Models: Knowledge,
Retrieval and Domain-

Specificity”, 2023

Knows how to
reason

has the ability to
aggregate and
summarise information
has the ability to
reason logically based
on the information
provided

Emergent Abilities of

Large Language
Models, 2022
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LLM - key characteristics

How can we define LLM?

L - large . .
Align with
Language
o human values
ltlas OpenAl Superaligment program
nowledge

Eastern vs Western Culture

Knows how * Underrepresented cultures and values
to reason


https://openai.com/blog/introducing-superalignment
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Key criteria?

Costs

* Lower the better

* they are constant, but
smaller models are more
powerful

e GPT-3.5-Turbo: $2 MTok

* GPT-4-Turbo: $40 MTok

* GPT-4: $90 MTok

» Claude Opus: $90MTok




Deployment aspects

When planning to implement an LLM-based product, the following aspects should be considered

Model size

Deployment type

Costs

Quality

Speed

Regionalisation, localisation

Safety

Leagal aspect

Model replacement, refreshing

Medium, Large

API LLM providers (OpenAl, Azure, AWS Bedrock, Claude
etc)

small to medium, store generated content and reuse it

very important, low hallucination, stick to the facts

slow to medium, we can hide this with Ul

important

not so important, often there is human in the loop

important, pick the right partner, have information about
the data license that was trained on

moderately important, if you choose one of the main
provider you should be ok

Small, Medium

Custom TGl or similar,

in scale they can be large, so custom
deployments are prefered

medium importance in conversation,
especially when it is paired with guardrails

Very fast, mainly when you communicate by
voice

moderately important

very important, there is no time to human
review

important, check the license of the Open-
source model

very important, prepare for model changes,
fine-tuned version on your own data



Let’s stay in touch

Krzysztof Sopyta
* krzysztof.sopyla@pearson.com

ThankS fOr ' . (I;gg;:\.{l/av;ww.Iinkedin.com/in/krzvszt
your attention

Pearson LinkedIn — job offers

e https://www.linkedin.com/company/p
earson/
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